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The recursion tree method

This lecture we'll ignore O-notation and divisibility issues, and focus on
examples of the recurrences themselves. Consider the recurrence

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Step 1: Use the recursion tree method to get a good guess at a solution.
As with the mergesort analysis, we view this as a tree.

Each recursive invocation corresponds to a child node — so the root has
three children, each of which has three children, and so on.

Each node gets labelled with the non-recursive running time at that step,
and then T(n) is the sum of all the labels in the tree.
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

T(64) = 3T(16) + 32
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

n=064 @
s @ ® @

T(64) =3T(16) +32=9T(4) +3 -8+ 32
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

n=064 @
s @ ® @

T(64) =9T(4) +3-8+ 32
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

T(64) =9T(4)+3-8+32=27TT(1)+9-2+3-8+32
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

[All 1's]

T(64)=27T(1)+9-2+3-8432=27-1+9-243-8+32
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A concrete example

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

[All 1's]

T(64)=27-1+9-2+3-8+32=101.
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The general case

T(1) =1, T(n)=3T(n/4)+ n/2, nis a power of 4.

A I T

[All 1'5]

Except for the bottom, level i has 3'~! nodes, each with cost n/(2-4/~1).
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The general case

T(1) =1, T(n)=3T(n/4)+ n/2, nis a power of 4.

A I T

[All 1'5]

Except for the bottom, level i has 3'~! nodes, each with cost n/(2-4/~1).
Let #(levels) = t. Then n/4~1 =1, so we have t = 1 + log, n.
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so
log, n 3\i-1p

T = (3) §rdenn

i=1
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.

For i < log, n, level i has 37~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n 3\i-1p
T =3 (5) 5+3="
(n) Z: i) 27
Summing the geometric series gives
log, n 3\i-1p
> () 3
i=1
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.

For i < log, n, level i has 37~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

T=3(3) g

=
Summing the geometric series gives

log, n ogy n

BRSO

i= i=1
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

3\/—1n
T =3 (5) 5+3="
(n) 2. \z) 27
Summing the geometric series gives

log, n . log, n . 00 ,

3\i=ln n 3\i=1 _n 3\

bt =, b < . z
()52 <520
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

3\/—1n
T — <7) o Iog4n.
(n) ’E_ 2 5 +3
Summing the geometric series gives

log, n . log, n . 00 ,

3\i=ln n 3\i=1 _n 3\ n

bt = . e < Z. 2) =2.0(1
BRI W OREES W ORI
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

=3 (5) 3

=
Summing the geometric series gives

log, n

i= i=1 i=0
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

T(n) = Z <2)i_lg _|_3Iog4n.
Summing the geometric series gives
log, n . logy n . 0o )
3\i-ln n 3\i-1 _n 3\i n
X)) =X (@) <2 X() =5em=o0)

And we have

3|og4 n
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2 - 4'~1) each.
Level 1 + log, n has 384" nodes with time cost 1 each.

T(n) is the total time cost over the whole tree, so

log, n

T(n) = Z <2)i_lg _|_3Iog4n.
Summing the geometric series gives
log, n . logy n . 0o )
3\i-ln n 3\i-1 _n 3\i n
X)) =X (@) <2 X() =5em=o0)

And we have

3logs n _ olog(3)-logy(n)
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T(1) =1, T(n)=3T(n/4)+ n/2,

n is a power of 4.

There are 1 + log, n levels in total.

For i < log, n, level i has 3'~! nodes with time cost n/(2-4'~1) each

Level I—i— log, n has 384" nodes with time cost 1 each

(n) is the total time cost over the whole tree, so

log, n
3

CEOREES

=

Summing the geometric series gives

OIS DRSO

=

=

And we have
010g(3) logs(n) _ ol0&(3) fox(z

2

3|og4 n_
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T(1) =1, T(n)=3T(n/4)+ n/2,

n is a power of 4.

There are 1 + log, n levels in total.

For i < log, n, level i has 3'~! nodes with time cost n/(2-4'~1) each

Level I—i— log, n has 384" nodes with time cost 1 each

(n) is the total time cost over the whole tree, so

log, n
3

CEOREES

=

Summing the geometric series gives

log, n 3\i-1p n log, n N 1 n fo%) i
NG NCIET DICES
And we have

plog(3)log(n) __ olo8(3) ey _ iecs)

3|og4 n_
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2-4'~1) each

Level 1+ log, n has 3'°8 " nodes with time cost 1 each
(n) is the total time cost over the whole tree, so

log, n
3

CEOREES

=

Summing the geometric series gives

log, n i1n  n log, n " P )
>G) s (G) <5 ;() o(1) = 0(n).

=

=

And we have
plog(3)log(n) __ olo8(3) ey _ ey} _ o(n).

3|og4 n_
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T(1)=1, T(n)=3T(n/4)+ n/2, nis a power of 4.

There are 1 + log, n levels in total.
For i < log, n, level i has 3'~! nodes with time cost n/(2-4'~1) each

Level 1+ log, n has 3'°8 " nodes with time cost 1 each
(n) is the total time cost over the whole tree, so

log, n
3

CEOREES

=

Summing the geometric series gives

log, n i1 n log, n ; p & .
S-S () < () =5 om =0

2 2
i= i= i=0
And we have
| log(3
3logs n _ olog(3)-logy(n) _ oloe(3): e ,,@254; = o(n).
So overall, we expect T(n) = O(n). In other words, the root dominates.
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.

Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n)=3T(n/4)+ n/2
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n) =3T(n/4) + n/2 < 3Cn/4 + n/2
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n)=3T(n/4)+n/2<3Cn/4+n/2
=Cn—Cn/4+n/2
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n) =3T(n/4) + n/2 < 3Cn/4 + n/2

=Cn—Cn/4+n/2=Cn+ (%—%)n.
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n) =3T(n/4) + n/2 < 3Cn/4 + n/2

=Cn—Cn/4+n/2=Cn+ (%—%)n.

This is at most Cn iff C > 2. v
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Formal proof via substitution

T(1) =1, T(n)=3T(n/4)+ n/2, n is a power of 4.

Guess: T(n) < Cnforall n>1 (C to be determined).

Now that we have a good guess, proving it formally is a standard induction.
Base case n = 1: We have T(1) =1 < C-1 whenever C > 1. v

Inductive step: Suppose that forall 1 <n’' <n-—1, T(n') < Cn'.
Then we must prove T(n) < Cn.

By the induction hypothesis, we have

T(n)=3T(n/4)+n/2<3Cn/4+n/2
=Cn—Cn/4+n/2=Cn+ (3 - %)n.

2
This is at most Cn iff C > 2. v
We have proved T(n) < 2n for all n > 1, and hence T(n) = O(n). O
John Lapinskas Lecture 14
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Another example

Now consider the recurrence

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.
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Another example

Now consider the recurrence

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.

LA NLAMAANAMLARDA
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Another example

Now consider the recurrence

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.

LA NLAMAANAMLARDA

Except for the bottom, level i has 4~! nodes, each with cost (n/2/~1)2.
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Another example

Now consider the recurrence

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.

LA NLAMAANAMLARDA

Except for the bottom, level i has 4~! nodes, each with cost (n/2/~1)2.
Let #(levels) = t. Then n/2t"1 =1, so we have t = 1 + log n.
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Analysing the tree

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.

There are 1 + log n levels in total.

For i < logn, level i has 4~! nodes with cost (n/2/~1)? each.
Level 1 + log n has 498" = 221087 — 2 nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

log n

T(n) = 24,'—1 ) (21,'11)2 + n?

i=1
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Analysing the tree

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.

There are 1 + log n levels in total.

For i < logn, level i has 4~! nodes with cost (n/2/~1)? each.
Level 1 + log n has 498" = 221087 — 2 nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

log n log n

. n 2
T(n) =Y 47" (507) +m=d n 4
i=1

i=1
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Analysing the tree

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.

There are 1 + log n levels in total.

For i < logn, level i has 4~! nodes with cost (n/2/~1)? each.
Level 1 + log n has 498" = 221087 — 2 nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

log n ' n 5 log n
T(n) =Y 47" (507) +m=d n 4
i=1 i=1

— (log(n) + 1)

John Lapinskas Lecture 14 March 18th 2020 8/17



Analysing the tree

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.

There are 1 + log n levels in total.

For i < logn, level i has 4~! nodes with cost (n/2/~1)? each.
Level 1 + log n has 498" = 221087 — 2 nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

log n ' n 5 log n
T(n) =Y 47" (507) +m=d n 4
i=1 i=1

= (log(n) + 1)n* = O(n? log n).

John Lapinskas Lecture 14 March 18th 2020 8/17



Analysing the tree

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.

There are 1 + log n levels in total.

For i < logn, level i has 4~! nodes with cost (n/2/~1)? each.
Level 1 + log n has 498" = 221087 — 2 nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

log n ' n 5 log n
T(n) =Y 47" (507) +m=d n 4
i=1 i=1

= (log(n) + 1)n* = O(n? log n).
In other words, every level costs the same.
John Lapinskas
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Formal proof by substitution

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.

Guess: T(n) < Cn?logn for all n > 2 (C to be determined).
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Formal proof by substitution

T(1) =1, T(n)=4T(n/2) + n?, nis a power of 2.

Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have

T(n)=4T(n/2)+ n?
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have

T(n)=4T(n/2) +n* < 4C(§)2 log (8) + n?
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have

T(n)=4T(n/2) +n* < 4C(§)2 log (8) + n?
= Cn*(logn — 1) + n?
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have

T(n)=4T(n/2) + n* < 4C(5)"log (5) + r°
= Cn?(logn — 1)+ n* = Cn?logn + (1 — C)n.
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have
T(n) =4T(n/2) + n* < 4C(3)"log () + n°
= Cn?(logn — 1)+ n* = Cn?logn + (1 — C)n.
This is at most Cn? log n iff C > 1. v
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Formal proof by substitution

T(1)=1, T(n) =4T(n/2) + n?, nis a power of 2.
Guess: T(n) < Cn?logn for all n > 2 (C to be determined).

Base case n = 2: We have T(2) =4T(1)+4 =38, and C-2%log2 = 4C.
So T(2) < Cn?log n whenever C > 2. v

Inductive step: Suppose that for all2 < n’ < n—1, T(n') < Cn”logn’.
Then we must prove T(n) < Cn?log n.

By the induction hypothesis, we have
T(n) =4T(n/2) + n* < 4C(3)"log () + n°
= Cn?(logn — 1)+ n* = Cn?logn + (1 — C)n.
This is at most Cn? log n iff C > 1. v

We have proved T(n) < 2n?logn for all n > 2, so T(n) = O(n?logn). [
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A third example

Now consider the recurrence

T(1) =1, T(n)=2T(n/3) + /n, n is a power of 3.
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Now consider the recurrence

T(1) =1, T(n)=2T(n/3) + /n, n is a power of 3.
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A third example

Now consider the recurrence

T(1) =1, T(n)=2T(n/3) + v/n, nis a power of 3.

" ()

G () ()

s @ @ @) @

! OO0 OOOO
Except for the bottom, level i has 2/~! nodes, each with cost \/n/3/~1.
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A third example

Now consider the recurrence

T(1) =1, T(n)=2T(n/3) + v/n, nis a power of 3.

" ()

G () ()

s @ @ @) @

! OO0 OOOO
Except for the bottom, level i has 2/~! nodes, each with cost \/n/3/~1.

Let #(levels) = t. Then n/3t"1 =1, so we have t = 1 + log; n.
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Analysing the tree

T(1) =1, T(n)=2T(n/3) + +/n, n is a power of 3.

There are 1 4+ logs n levels in total.
For i < logs n, level i has 2/~ nodes with cost /n/3/~1 each.
Level 1+ logs n has 2!°83" nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

logz n

T(n)= > 271 /n/3i-1 4 2&a"
i=1
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Analysing the tree

T(1) =1, T(n)=2T(n/3) + +/n, n is a power of 3.

There are 1 4+ logs n levels in total.
For i < logs n, level i has 2/~ nodes with cost /n/3/~1 each.
Level 1+ logs n has 2!°83" nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

logz n logz n

T(n) = Zl 2i-1. W—i— ologsn _ \/E Zl (jg)i_l 4+ Dlogsn,
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Analysing the tree

T(1) =1, T(n)=2T(n/3) + +/n, n is a power of 3.

There are 1 4+ logs n levels in total.
For i < logs n, level i has 2/~ nodes with cost /n/3/~1 each.
Level 1+ logs n has 2!°83" nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

logz n logz n

T(n) = Zl 2i-1. W—i— ologsn _ \/E Zl (jg)i_l 4+ Dlogsn,

Since 2 > /3, this sum is dominated by its last term; formally, we have
logz n 5 \i-1
> (5)

i=1
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Analysing the tree

T(1) =1, T(n)=2T(n/3) + +/n, n is a power of 3.

There are 1 4+ logs n levels in total.
For i < logs n, level i has 2/~ nodes with cost /n/3/~1 each.
Level 1+ logs n has 2!°83" nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

logz n logz n

T(n) = Zl 2i-1. W—i— ologsn _ \/E Zl (jg)i_l 4+ Dlogsn,

Since 2 > /3, this sum is dominated by its last term; formally, we have
Iogin( 2 )i—l B ( 2 >|0g3n—l Iogil <\/§)_/
V3 3 2

i=1 j=0
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Analysing the tree

T(1) =1, T(n)=2T(n/3) + +/n, n is a power of 3.

There are 1 4+ logs n levels in total.
For i < logs n, level i has 2/~ nodes with cost /n/3/~1 each.
Level 1+ logs n has 2!°83" nodes with time cost 1 each.

T(n) is the total cost over the whole tree, so

logz n logz n

T(n) = Zl 2i-1. W—i— ologsn _ \/E Zl (jg)i_l 4+ Dlogsn,

Since 2 > /3, this sum is dominated by its last term; formally, we have
logs n i oo g 0831 WeN, -
Y () ()7 X (5 =e((5)™)

i=1
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Analysing the tree (part 2)
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We have
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Analysing the tree (part 2)

We have

2 \ logzn ologz n ologz n
ﬁ(ﬁ) = 30ogsm/2 ~ VI I
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Analysing the tree (part 2)

2
T(n)=+/n =) +2lesn,
> (35)
logz n
2 \i-1 2 \ logzn
> (5 =e(5) )
We have
2 \logzn ologz n ologz n .
\/E(T@) =V S Tz =2
Lecture 14 March 18th 2020  12/17
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Analysing the tree (part 2)

o,
T(n)=ﬁ; (%) 4 2los
gy 7
3 (5 —el(5)™)
We have
va( =)™ A R S )

So T(n) = 0(2'°83") = O(n'/'°&(3)), and the leaves dominate.
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/n, nis a power of 3.

Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/n, nis a power of 3.

Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),

By the induction hypothesis, we have

T(n)=2T(n/3)++/n
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),

By the induction hypothesis, we have

T(n) =2T(n/3) + v/n < 2C(n/3)/1°C) ¢ \/n
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),

By the induction hypothesis, we have

T(n) = 2T(n/3) +/n<2C(n/3)Y/1°83) 1 \/n
Cnl/log(3) + \/’

~ 3y |°g(3)
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),

By the induction hypothesis, we have

T(n) = 2T(n/3) +/n<2C(n/3)Y/1°83) 1 \/n
Cnl/log(3) + \/’

~ 31/ |°g(3)
We have 31/198(3) — 21o8(2)/ 196(3) — 2, 50 T(n) < Cn/ %) 4 /.
John Lapinskas
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Formal proof by substitution

T(1) =1, T(n)=2T(n/3) + v/, n is a power of 3.
Guess: T(n) < Cn'/'°€B) for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1 < C - 1'/'%8(3) whenever C > 1. v

Inductive step: Suppose that for all 1 < n’ < n—1, T(n') < Cn'*/10e(3)
Then we must prove T(n) < Cn'/'og(3),

By the induction hypothesis, we have

T(n) = 2T(n/3) +/n<2C(n/3)Y/1°83) 1 \/n
Cnl/log(3) + \/’

~ 3y |°g(3)

We have 31/108(3) — log(3)/108(3) = 2 50 T(n) < Cn'/'08B) 4 \/n...
which isn't quite good enough.

But we know how to deal with this: add a correction term!
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/'&() —10y/1 = C — 10.
So the base case works whenever C > 11. v
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/'&() —10y/1 = C — 10.
So the base case works whenever C > 11. v
Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'08G) — |/,
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/'&() —10y/1 = C — 10.
So the base case works whenever C > 11. v

Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'e() — /.

By the induction hypothesis, we have

T(n)=2T(n/3)+/n
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/"e() —10y/1 = C —10.
So the base case works whenever C > 11. v

Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'e() — /.

By the induction hypothesis, we have

T(n) =2T(n/3) 4+ +/n < 2C(n/3)/'8C) —20,/n/3 + /n
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/"e() —10y/1 = C —10.
So the base case works whenever C > 11. v

Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'e() — /.

By the induction hypothesis, we have
T(n) =2T(n/3) 4+ +/n < 2C(n/3)/'8C) —20,/n/3 + /n

2 /e _ (20
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/"e() —10y/1 = C —10.
So the base case works whenever C > 11. v

Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'e() — /.

By the induction hypothesis, we have

T(n) =2T(n/3) 4+ +/n < 2C(n/3)/'8C) —20,/n/3 + /n

2 /e _ (20

We have 31/108(3) — 2log(3)/10g(3) — 2 and 2 % —-1> 10

so this is at most Cn'/'°&(3) — 10,/n always.
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Formal proof by substitution (attempt 2)

T(1) =1, T(n)=2T(n/3)+ V/n, nis a power of 3.
Guess: T(n) < Cn'/'8(3) — 104/n for all n > 1 (C to be determined).

Base case n = 1: We have T(1) =1, and C-1'/"e() —10y/1 = C —10.
So the base case works whenever C > 11. v

Inductive step: Suppose for all n < n—1, T(n') < Cn'*/108B) — /iy,
Then we must prove T(n) < Cn'/'e() — /.

By the induction hypothesis, we have

T(n) =2T(n/3) 4+ +/n < 2C(n/3)/'8C) —20,/n/3 + /n
2 1/log(3 20
2, and 2 % —-1> 10

so this is at most Cn'/'°€(3) — 10,/n always.
We have proved T(n) < 111/ log(3)

John Lapinskas

We have 31/108(3) — log(3)/log(3) —

—104/n for all n, so we're done. [
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These examples fell into three categories:
@ For T(n) =2T(n/3) + \/n, the leaves dominated.
@ For T(n) =4T(n/2) + n?, the levels were all equal.
@ For T(n) =3T(n/4)+ n/2, the root dominated.
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These examples fell into three categories:
@ For T(n) =2T(n/3) + \/n, the leaves dominated.
@ For T(n) =4T(n/2) + n?, the levels were all equal.
@ For T(n) =3T(n/4)+ n/2, the root dominated.

Wouldn't it be nice if we could put any recurrence relation of the form
T(n) = aT(n/b) + f(n) into one of those three categories?

Then we could just write the answer down without having to solve it...
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These examples fell into three categories:
@ For T(n) =2T(n/3) + \/n, the leaves dominated.
@ For T(n) =4T(n/2) + n?, the levels were all equal.
@ For T(n) =3T(n/4)+ n/2, the root dominated.

Wouldn't it be nice if we could put any recurrence relation of the form
T(n) = aT(n/b) + f(n) into one of those three categories?

Then we could just write the answer down without having to solve it...

Actually, we can!
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The Master Theorem (non-examinable!)

The Master Theorem: Suppose T(1) = O(1) and, for n > 1,
T(n) = aT(n/b)+ f(n) for some constants a, b > 0 and some function
f: N— R. Let £ = log, a be the critical exponent. Then:
Q If f(n) = O(n~%) for some ¢ > 0, then T(n) = O(n%).
In other words, the leaves dominate.
@ If f(n) = ©(n%), then T(n) = O(n log n).
In other words, the levels are roughly equal.
O If f(n) = Q(n*%) for some £ > 0 and af (n/b) = O(f(n)), then
T(n) = ©(f(n)). In other words, the root dominates.
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The Master Theorem (non-examinable!)

The Master Theorem: Suppose T(1) = O(1) and, for n > 1,
T(n) = aT(n/b)+ f(n) for some constants a, b > 0 and some function
f: N— R. Let £ = log, a be the critical exponent. Then:
Q If f(n) = O(n~%) for some ¢ > 0, then T(n) = O(n%).
In other words, the leaves dominate.
@ If f(n) = ©(n%), then T(n) = O(n log n).
In other words, the levels are roughly equal.
O If f(n) = Q(n*%) for some £ > 0 and af (n/b) = O(f(n)), then
T(n) = ©(f(n)). In other words, the root dominates.

The condition af (n/b) = O(f(n)) in the last case always holds when f is
a polynomial in n, but rules out weird cases like

F(n) = {n if nis odd,

n?  if nis even.
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Next time:
Christian's triumphant return!®

*Return may not be triumphant or even physical, rules and restrictions apply.
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